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Addressing Legitimate Concerns 
About Government Use of Facial 
Recognition Technologies
Brian E. Finch

The capabilities of facial recognition 
systems have improved dramatically, 
especially by reducing the possibility of 
individual misidentification.

KEY TAKEAWAYS

The U.S. should set testing benchmarks for 
facial recognition systems so public-sector 
users can purchase systems unlikely to 
enable discrimination.

Updated encryption standards should be 
applied to facial recognition databases 
to make them less vulnerable to theft by 
foreign adversaries.

The adoption of facial recognition technology 
(FRT) by federal and state government agen-
cies—specifically, by law enforcement for 

identifying unknown individuals suspected of com-
mitting crimes—has generated a particularly heated 
debate about whether its potential benefits are out-
weighed by concerns over its potential for misuse and 
abuse. Some states and cities, including, most recently, 
Portland, Oregon, have gone so far as to ban the use of 
FRTs by government agencies.1

Advocates for the government use of FRT argue 
that it represents a significant leap forward for law 
enforcement’s crime surveillance and investigatory 
purposes thanks to its unique identification and ver-
ification capabilities. Privacy advocates, on the other 
hand, have expressed vehement opposition to law 
enforcement’s use of FRTs. They argue that FRTs will 
enable an expansion of an abusive surveillance state 
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and, further, that they are an inherently flawed and discriminatory tool 
that inevitably discriminates against minorities and historically repressed 
communities.2 Such concerns have become significant enough that con-
gressional legislation has been introduced that would ban the use of FRTs 
by the federal government.3

High-profile early adoption of FRTs by repressive regimes has no doubt 
played a role in magnifying some of these concerns. The most notable exam-
ple has been the widespread use of FRTs by the People’s Republic of China 
as an integral part of an omnipresent electronic surveillance network it 
utilizes to track and monitor its citizens—including for the rapid suppres-
sion of dissent.

Critics consider China’s authoritarian use of FRTs as one of many 
reasons to oppose their use by American law enforcement agen-
cies. Such concerns, along with questionable enhancements to FRTs 
through the use of technologies from companies like Clearview AI, have 
recently led Amazon and Microsoft to suspend sales of such systems to 
domestic police departments.4 IBM has gone even further, choosing to 
completely exit the facial recognition market due to its fears that the 
technology could lead to widespread “violations of basic human rights 
and freedom.”5

While fears about the potential for abuse are not unfounded, they can be 
significantly mitigated through innovation and policy decisions. In partic-
ular, testing already conducted by federal agencies on FRTs can be used to 
minimize any possible bias in algorithms.

Another much less appreciated, but perhaps just as worrying, concern 
about FRTs is that vulnerabilities in the FRT infrastructure make them a 
particularly ripe espionage target for foreign governments. Should that be 
the case, greater care should be paid to emerging cybersecurity concerns 
related to facial recognition systems. As discussed in this Legal Memoran-
dum, both stronger privacy and security controls are needed on FRTs before 
they could be widely adopted by U.S. government agencies.

Overview of FRTs and Government Use 
for Identification Purposes

To begin, while the use of FRTs in both commercial and government 
settings raises many similar privacy and security concerns, this paper 
focuses solely on government use of FRTs. Therefore, this paper should 
not be read as offering any recommendations about commercial uses of 
facial recognition systems.
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FRT Types. Any FRT follows three basic steps in its operation. First, 
during the face detection step, a computer algorithm determines whether 
the captured facial image is human.6 Once a human face has been successfully 
detected, the software moves to the second step, feature extraction, where 
specific facial features such as the nose and eyes are captured and measured.7

The third and final step is “facial recognition” or “template matching” 
process, wherein the software compares the measurements from the cap-
tured image and compares it with known faces stored in specific databases. 
Facial recognition systems utilizing the template methodology use com-
puter algorithms to pick out specific, distinctive details about a person’s 
face that have been converted into mathematical representation.8

One-to-One Matching. That template-matching system underpins the 
two most common uses of FRTs. One system is known as is “1:1 matching” or 

“verification.” This system is most familiar to the public, as it is the system used 
for security tools such as face “unlocking” of mobile devices or biometric cre-
dential authorization for passports. Much like its name, one-to-one matching 
uses the FRT of that photo or presented face to see if it matches a different 
photo of the same person stored in a database or on a credential.9 Other uses 
could potentially include identifying individuals who are at risk of developing 
a genetically inherited disorder or measuring their general wellness.10

One-to-Many Matching. The other commonly used facial recognition 
system, and the one that is the source of most of the worries examined in 
this paper, is known as “one-to-many,” “1:N,” or facial recognition “identi-
fication” system. FRTs equipped with one-to-many algorithms are used to 
compare a captured image of an unknown/unidentified person against a 
database of photographs of previously identified persons (such as through 
mugshots or other verified photographs). The system will then produce a 
number of possible “matches” to the unknown person.11

One-to-many searches are conducted using algorithms designed to 
return photos or a group of photos based on a “similarity score” set either by 
the user or the algorithm developer. If none of the matches meets or exceeds 
that preset similarity score, the algorithm will not return any images as a 
potential or actual match.

Performance of one-to-many algorithms is generally measured by two 
metrics. The first is what is known as the accuracy rate, which is defined as 
the rate at which the “matching” image should be returned as a candidate. 
Algorithm developers and tests will also calculate the failure rate, the rate 
at which a matching image is not returned despite being in the data set.12 
Other measurements of performance are “false positive” and “false negative” 
rates, which will be discussed below.
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Government FRT Identification Programs

In order to better put the concerns associated with U.S. law enforcement 
use of FRTs in context, especially with respect to one-to-many/identifica-
tion searches, this section will briefly review typical government use of FRTs.

The most well-known federal law enforcement FRT identification 
platform is the Federal Bureau of Investigation’s Next Generation Identifi-
cation-Interstate Photo System (NGI-IPS). The NGI-IPS contains criminal 
mug shots and civil photos submitted with ten-print fingerprints and offers 
a facial recognition search capability to law enforcement agencies trying 
to solve crimes.13

Within the NGI-IPS, photos are separated into two categories: the Crimi-
nal Identity Group, which consists of mug shots associated with arrests, and 
the Civil Identity Group, which contains photos of applicants, employees, 
licensees, and persons in positions of public trust.14 Photos contained in the 
Civil Identity Group are not disseminated to other law enforcement groups 
and are not searched by or against photos in the Criminal Identity Group.

The only exception to the non-searching and non-dissemination Civil 
Identity Group photos is if the identified person has a photo in both the Civil 
and Criminal Identity Groups. In such cases, a photo originally submitted 
for Civil Identity Group purposes will also be searched when a Criminal 
Identity Group search is conducted.15

The NGI-IPS is used by the FBI and select state and local law enforce-
ment agencies. Prior to using the NGI-IPS, state and local law enforcement 
officials must: (1) complete facial recognition training, and (2) agree that the 
returned photos are for investigative lead purposes only and not a definitive 
positive identification of the perpetrator of a crime.16

The NGI-IPS uses an automated process to return between two and 50 
images, called “candidate photos,” from the database that are submitted to 
the requesting agency for manual review and further investigation.17 The 
FBI has its own dedicated unit, the Facial Analysis, Comparison, and Eval-
uation Services Unit to conduct the manual review of images.

It has been estimated that up to one in four local law enforcement agen-
cies have access to some form of facial recognition system.18 The New York 
City Police Department (NYPD), for instance, has used facial recognition 
systems for several years. Much like with the FBI’s requirements, NYPD 
officers must manually review returned candidate photos and are prohibited 
from using facial recognition matching alone to establish probable cause 
to arrest anyone based on that match without first conducting additional 
investigation to verify their suspicions.19
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Legal Status of Facial Recognition Systems 
for Identification Purposes

One commonly asked question is whether there are any legal restric-
tions that govern the use of FRTs by government agencies. Most scholars 
believe that the use of FRTs by law enforcement agencies is not limited by 
the Fourth Amendment.

As Professor Andrew Guthrie Ferguson, a noted Fourth Amendment 
scholar, explains:

Generalized face surveillance involves monitoring public places or third-party 

image sets using facial surveillance technologies to match faces with a pre-

populated list of face images held by the government. Currently, no federal law 

prohibits this type of generalized surveillance using facial recognition tech-

nology.… The Fourth Amendment has little to say directly about the digital or 

human recognition of faces.20

Ferguson adds that the pertinent question a court would ask for purposes 
of determining whether the Fourth Amendment applies would be whether 
the technology violates an accused’s “reasonable expectation of privacy.”21 
However, as Ferguson and others have noted, prior to the digital age, the 
Supreme Court held that no person could “reasonably expect that his face 
will be a mystery to the world.”22 Some scholars diverge from that line of 
reasoning, arguing that anonymity—not privacy—is the fundamental right 
being trampled upon by FRTs.23

That does not exclude, of course, the Supreme Court revisiting this issue 
in a future case, as they have done with other issues that were generally 
considered settled before the digital age.24 Indeed, some legal scholars argue 
that the judicial silence on the legality of FRTs is more likely due to the 
fact that law enforcement agencies rarely reveal their use during a criminal 
investigation than to any generalized judicial acceptance of them.25

As the law enforcement use of FRTs becomes more widely acknowledged, 
that could prompt legal challenges that might cause courts to re-examine the 
issue and establish possible limits on its use. Fearing that “without appropri-
ate safeguards, face surveillance can become a generalized dragnet where 
every person becomes the target of government monitoring,”26 some local 
jurisdictions are not waiting for courts to act. Driven by such concerns, as well 
as worries about the discriminatory impact of the use of FRTs, jurisdictions 
such as San Francisco and Oakland have stepped into the void and limited or 
even banned entirely government use of facial recognition software.
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A complete ban has gained some traction amongst certain privacy schol-
ars as they believe the overall negatives of FRTs outweigh any potential 
benefits.27 Congressional privacy advocates have also proposed a complete 
ban on FRTs at the federal level, saying that Congress “must ban facial rec-
ognition until we have confidence that it doesn’t exacerbate racism and 
violate the privacy of American citizens.”28 Others have limited or banned 
the use of FRTs in specific locations, such as public schools.29

Concerns About Mistaken FRT Results Can Be 
Mitigated Through Policy and Legal Measures

As with any cutting edge, innovative technology, there have been issues 
with the accuracy of FRTs. As noted above, some of these issues relate to 
generalized privacy concerns related to the implementation of automated 
surveillance systems. Other concerns are grounded in the maturity of FRTs—
specifically, continuing concerns about whether the systems are developed 
enough to sufficiently minimize the possibility of misidentification. As dis-
cussed below, concerns about misidentification are legitimate, but also can 
be mitigated through policy and legal measures.

One-to-Many FRT False-Positive Issues

As with any search—whether conducted by humans or computerized 
by algorithms—the possibility of mistakes exists. For FRTs, the two most 
relevant errors are classified as either the “false positive” rate or the “false 
negative” rate.30

False Negatives. A false negative occurs when an algorithm fails to 
return a matching image despite being in the defined set.31 Should such 
an error occur, for example, during a one-to-one verification attempt, an 
individual might be improperly denied access to a system or technology to 
which he or she is, in fact, an authorized user. The rate of false negatives 
varies greatly among proprietary algorithms.

False Positives. Of greater worry to civil libertarians are “false positive” 
rates. A “false positive” occurs when the image of one individual is matched 
to the biometric characteristics of an entirely different person, resulting in 
a misidentification.32 The consequences of a false positive in a one-to-many 
system can be especially serious, including leading to the mistaken arrest 
of an innocent person based largely, if not entirely, on the misidentification.

Important to note is that there are many possible reasons for a false 
negative or false positive, the age of the images being searched against; 
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the environment (background, lighting conditions, camera distance, etc.) 
in which the photograph was taken; and the optical characteristics of the 
cameras being used.33

The most well-known effort to measure false negative and false positive 
rates is the National Institute of Standards and Technologies (NIST) Face 
Recognition Vendor Testing Program (FRVT).34 Since the FRVT began in 
2000, it has tested hundreds of algorithms, measuring false negative rates, 
for instance, anywhere between 0.03 percent to over 90 percent.35

According to NIST, during the past 10 years, the FRVT has measured 
“massive gains in accuracy” of FRTs thanks to the use of newer facial rec-
ognition techniques and deep convolutional neural networks.36 The NIST 
FRVT has also revealed, unfortunately, that the accuracy of various FRT 
algorithms can drop significantly when photos of non-white males are 
being analyzed. The NIST was able to identify that issue as FRVT data 
captured the accuracy of facial recognition algorithms for demographic 
groups defined by sex, age, and race or country of birth, for both one-to-one 
verification algorithms and one-to-many identification search algorithms.37 
When those more discrete sets of data were analyzed, the NIST reported 
that the general statement about “massive” accuracy gains actually masked 
significant concerns about higher false positive rates for certain demo-
graphics, particularly for one-to-many identification search algorithms. 
Specifically, the NIST found that there was a higher false-positive rate in 
women and African-Americans (especially African-American women) in 
most algorithms.38

Discriminatory False Positives Reduced Through Policy Changes
Not surprisingly, these results have been cited as evidence that the higher 

rate of one-to-many FRT false positives means that the technology would 
enable discriminatory behavioral patterns, which many believe are already 
widespread among American law enforcement agencies. The NIST itself 
has noted, however, that the study did not conclude that false positives are 
a problem inherent in one-to-one/identification FRT algorithms. To wit:

[T]he study found that some one-to-many algorithms gave similar false 

positive rates across these specific demographics. Some of the most accurate 

algorithms fell into this group. This last point underscores one overall message 

of the report: Different algorithms perform differently. Indeed all of our FRVT 

reports note wide variations in recognition accuracy across algorithms, and an 

important result from the demographics study is that demographic effects are 

smaller with more accurate algorithms.39
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The NIST’s point could not be any clearer: FRTs are not always biased 
against minorities or sub-demographics. Far from it. Instead, a number 
of FRT algorithms have very similar—and very small—false-positive rates 
regardless of the demographic involved. More specifically, the NIST FVRT 
program has demonstrated effectiveness in identifying FRT algorithms 
that produce similarly low one-to-many false positive rates regardless of 
the demographic involved.

That distinction is critical for two reasons. First, it refutes a linchpin 
argument of many FRT opponents, namely that because the technology 
is inherently discriminatory against minorities, its use will necessarily 
result in higher mistaken arrests or misidentifications of minority subjects 
for activities they had nothing to do with. The use of fully vetted FRTs to 
ensure that they have similar false-positive rates across all demographics 
will help rebut arguments that a minority was identified in a FRT search 
solely because the algorithm used was discriminatory. Given the existing 
ability of the FVRT program to generate those results, federal procure-
ments of FRTs and federal grant funds being spent on FRTs should only be 
allowed when FVRT results indicate that the algorithm used in the FRT has 
a false-positive rate below a certain threshold that minimizes, if not elim-
inates, concerns about FRTs producing inequitable resorts for minorities.

Additionally, any federal one-to-many FRT program should be modeled 
on the FBI’s program, including its mandatory training requirements. As 
previously noted, the FBI’s program generates a pool of results (anywhere 
from two to 50), which then must be manually reviewed by trained indi-
viduals to see if they are, in fact, a match for the unknown subject. And 
such results must be corroborated by the results of additional investigation. 
Statutory options exist to further limit false positive concerns in identifi-
cation searches

Again, some jurisdictions have been more proactive than others when it 
comes to addressing concerns about the potential discriminatory impact of 
FRTs by regulating—not eliminating—their use by law enforcement agen-
cies to solve crimes. For example, in March 2020, the state of Washington 
enacted a law allowing state and local law enforcement agencies to use FRTs 
subject to very specific controls.40

The new law requires state or local government agencies to notify the 
public of their intent to buy or use facial recognition tools before doing so. 
As part of that public notification requirement, agencies are obligated to 
issue an “accountability report” that identifies the proposed use of the FRT 
and the data it will generate, detailing:
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ll False positive rates of the FRT;

ll Data security measures that will be used to protect the FRT; and

ll Any agency procedures for testing the tools and receiving feedback.

The new law also mandates “meaningful human review,” described as 
human review by someone who has undergone training on the use of FRTs 
prior to any final determination on actions to be taken when the use of facial 
recognition software produces “legal effects or similarly significant effects 
concerning individuals.”

Another critical component of the law is that, absent exigent circum-
stances, it will require government agencies to obtain a warrant prior to 
running facial recognition scans when conducting “real-time or near real-
time identification.”41 The law also prohibits the use of the results of a facial 
recognition system “as the sole basis to establish probable cause in a crimi-
nal investigation.”42 Instead, the results of a FRT search can only be used in 
conjunction with other information and evidence lawfully obtained by a law 
enforcement officer to establish probable cause in a criminal investigation.43

The key components of the Washington law, including requiring full 
understanding of the effectiveness of the FRT as well as limiting its use 
to specific circumstances, demonstrate how legislation can further mini-
mize legitimate privacy and discriminatory concerns. Requiring a warrant 
when “real-time or near real-time identification” is conducted should ease 
worries about the government employing the “unblinking eye” of FRTs to 
constantly track an individual’s movements and whereabouts for any reason.

Other states with similar concerns about the use of FRTs may wish to 
pass laws modeled on Washington state’s law. The key conclusion is that 
while FRT privacy and discrimination concerns are real, they are hardly 
insurmountable.

External Threats: Foreign Government 
Surveillance and Collection

Another very real, but less frequently addressed, concern is the use of 
FRTs in the area of national security. Could FRT databases be penetrated via 
cyberattack and used to feed foreign government surveillance databases?

Given current trends, especially with respect to Chinese efforts to hack into 
American surveillance systems and amass biometric information on American 
citizens, greater attention should be paid to ensuring that current security 
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controls on facial recognition databases are adequate. A brief review reveals 
that current systems are, in fact, vulnerable to infiltration and exfiltration 
through foreign espionage efforts, with the result being that the most pressing 
threat to the privacy of Americans from facial recognition surveillance systems 
may be the theft and misuse of the images by foreign governments.

To begin, China and other foreign governments have a consistent pattern 
of stealing the biometric and personal data of Americans through cyberes-
pionage. China, for instance, stole well over 5 million biometric fingerprint 
records when it successfully hacked into the U.S. Office of Personnel 
Management in 2015.44 Chinese hackers were also implicated in the theft 
of nearly 80 million health records maintained by U.S. health insurance 
companies.45 Other records, such as photos of travelers, have been stolen 
from U.S. law enforcement databases.46

In the most recent incident, nearly 184,000 biometric images of travelers 
were stolen via a hack conducted against a U.S. government contractor, with 
a small number subsequently being posted on the “dark web.”47 Notably, the 
biometric images were already unencrypted when the government con-
tractor downloaded them, making it all the easier for the hacker to publish 
them.48 And while not strictly in the category of biometric data, Russian 
hackers recently stole all manner of research related to the COVID-19 
pandemic, including information critical to the development of vaccines.49

Compounding the potential damage from such biometric thefts is the 
fact that few laws have been written or amended to increase security over 
what is obviously high-value data. For instance, while Washington State’s 
new facial recognition privacy law rigorously details how facial recognition 
data can be shared or used, it offers few details on the measures needed to 
protect that information. It states only:

Data security measures applicable to the facial recognition service including 

how data collected using the facial recognition service will be securely stored 

and accessed.50

The general lack of attention to security—and, more specifically, the lack 
of encryption for facial recognition images resting in a database—is wor-
risome. Even basic privacy standards for biometrics, such as IEEE P2410 
(Institute of Electrical and Electronics Engineers’ Standard for Biometric 
Privacy), only contemplated biometric matching (including facial recog-
nition) being conducted using unencrypted data. In other words, without 
encryption, the photos contained in FRT databases could be put to use by 
adversaries as soon as they are stolen.
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Leaving U.S. facial recognition repositories largely unprotected creates 
a tempting target for international cyber-recidivists like China, which 
maintains the world’s largest surveillance camera and facial recognition 
database.51 Starting several years ago as a program to monitor and sup-
press its Uighur Muslim minority,52 China now has over 620 million facial 
recognition software-equipped surveillance cameras inside its borders53 
and is using them as an integral part of its program designed to track and 
rank its citizens nationwide.54 China has even used the facial recognition 
network in its campaign to control the COVID-19 outbreak, specifically to 
identify Chinese citizens with signs of infection or who are identified as 
having violated quarantine rules.55

Beijing has consistently sought to increase the size of its facial recogni-
tion database, including by capturing images of Chinese citizens overseas, 
as well as foreign nationals. Popular social media tools tied to Chinese own-
ership, for instance, have been identified as potential sources of espionage, 
based on information showing that Beijing pressured those companies to 
share the information and images they collect with government authori-
ties.56 Evidence also suggests that Chinese-made surveillance cameras are 
prone to hacking by the Chinese government,57 which would enable Beijing 
to use those cameras for espionage purposes, such as identifying and track-
ing specific individuals in foreign countries.58

These alarming trends raise the specter that as U.S.-based government 
agencies and private entities build larger facial recognition databases, those 
databases will, in turn, be used to enrich China’s facial recognition system 
or be used for other nefarious purposes by foreign governments that are 
able to successfully extract that information.

A Chinese database stocked with tens of millions of images of American 
citizens would present an existential threat to American security and pri-
vacy, since Americans living or traveling abroad could easily be tracked and 
identified (or misidentified) by China and the myriad of countries who have 
purchased its surveillance systems. Further, given China’s heavy investment 
in disruptive cyberattack capabilities, the possibility exists as well that China 
could use the stolen high-quality images to spread disinformation or even 
create malicious false information about Americans at home and abroad.

Policy Recommendations

Widespread adoption of FRT by U.S. law enforcement agencies could 
indeed pose both discriminatory and security threats. NIST testing has 
demonstrated that some FRT algorithms generate unacceptable false 
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positive rates for specific demographics. Further, existing security stan-
dards leave facial recognition databases uniquely vulnerable to exploitation 
via cyberattack by foreign governments seeking to increase the size of their 
own facial recognition databases in order to improve their own surveil-
lance networks.

While the potential benefits from the use of FRTs are great—especially to 
assist law enforcement agencies to solve crimes—such concerns and threats 
should be taken seriously, and concrete steps should be taken to minimize 
the risks involved including the following:

ll Require the NIST to provide false-positive rates for racial, 
ethnic, and gender groups when testing results for identifi-
cation (1:N) algorithms. The NIST testing has shown that FRT 
false-positive rates in one-to-many uses can greatly vary when sep-
arated by racial, ethnic, and gender groups. NIST should continue to 
produce those results through its FVRT program as these results will 
be useful for both acquisition purposes and increasing the credibility 
and acceptability of the use of facial recognition systems within 
prescribed guidelines with the general public.

ll Require maximum acceptable false-positive rates across racial, 
ethnic, and gender groups for federal procurement of 1:N algo-
rithms. Recognizing that FRTs have immaterial differences in false 
positive rates across minority groups, the federal government should 
establish maximum acceptable false-positive rates across those same 
minority groups for federal acquisition purposes. Doing so will signifi-
cantly limit concerns that federal law enforcement use of FRTs will 
only serve to enable discrimination against minority groups.

ll Adopt legislation addressing government use of FRTs that 
focuses on limiting, not prohibiting, their use and on educating 
the public about those limitations and their legitimate uses. 
Codifying limits on when and how FRTs are used will go a long way to 
building further confidence that the systems are being used for legiti-
mate, equitable law enforcement purposes. Washington State’s facial 
recognition law can serve as a valuable model for future legislation, 
particularly given its mix of technological and policy requirements.

ll Require increased encryption on government facial recogni-
tion systems. As it currently stands, there is no uniform encryption 
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requirement for government FRT algorithms or systems in general. 
That should change, including by potentially adopting updated bio-
metric privacy standards from IEEE for federal, state, and local facial 
recognition systems. The existing standard is currently being revised, 
and should include strong encryption requirements for biometric data, 
including facial recognition data at rest, in use, or in transit.

ll Share threat information with industry. Given repeated large-
scale thefts of biometric data and personal information by foreign 
adversaries, American businesses should be kept as informed as possi-
ble about threats to identity data they may possess or collect. Since the 
government is likely to have the best and most up-to-date information 
about such espionage efforts, U.S. cybersecurity officials should make 
sure to include threat intelligence information about attacks on or 
vulnerabilities related to facial recognition systems to the American 
private sector.

Conclusion

Facial recognition technologies can materially increase the ability of law 
enforcement agencies to timely identify suspects. Still, legitimate worries 
about misidentification and improper use by law enforcement must be 
addressed as part of any effort to increase the use of these technologies. By 
requiring rigorous testing and training, the federal government can sig-
nificantly allay those concerns, especially when combined with increased 
cybersecurity measures. With that combination, American citizens can 
have confidence in the accuracy and effectiveness of FRTs when used by 
government agencies.

Brian E. Finch is Visiting Legal Fellow in the Edwin Meese III Center for Legal and Judicial 

Studies, of the Institute for Constitutional Government, at The Heritage Foundation.
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